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Preface to the Third Edition

This book presents a practical approach to process control for the chemical, refining, pulp and paper, utilities, and similar industries. It is the result of many process control seminars presented in the United States and abroad. A typical participant in one of those seminars is an engineer, currently employed by a processing company, who may have had formal training in an undergraduate process control course, but who may not be able to fully relate the material from that course to his or her work experiences. This book aims to meet this need by explaining concepts in a practical way with a minimal amount of theoretical background. The book serves both the beginning and the experienced control systems engineer. For the beginning engineer, it initially presents very simple concepts. For the experienced engineer, it develops these initial concepts to provide deeper understanding and/or new insights into familiar concepts. The purpose is to provide everyone, beginner or experienced engineer, with something they can put to beneficial use in their plant.

Although this is intended to be a practical how-to book, readers should not infer that it is devoid of mathematical concepts. Where such concepts are utilized, it is their application to practical situations, rather than the theory behind the concepts, that is emphasized. A theme of the first edition was that wherever a choice had to be made between providing mathematical rigor or promoting intuitive understanding, preference was given to understandability. This theme has been carried forward into later editions, and this practicality distinguishes this book from many academic texts. End of chapter exercises have also been added to the present edition.
The book is organized in three parts. The first three chapters present background information, including a brief non-rigorous mathematical review, a discussion of symbols and terminology, and a description of general characteristics of processes and of selected types of control loops.

The second part—Chapters 4 through 7—addresses feedback control. The objective is to provide the reader with a thorough intuitive grasp of feedback control behavior and all its nuances. Examples of current commercially available products, DCSs and PLCs, have been updated. In Chapter 5, the brief mention made in the previous edition about “two degree of freedom controllers” (called set-point weighting by some manufacturers) has been expanded to give proper emphasis to this recent (within the digital era), very important, and often overlooked addition to PID capabilities. This modification is also mentioned in the following chapter, in relation to controller tuning. In Chapter 6, on feedback controller tuning, the discussion on improving as-found tuning (also called intelligent trial-and-error tuning) was expanded considerably in the second edition, and is further expanded in this edition, to consider overshoot ratio, as well as decay ratio when formulating controller-tuning objectives. This tuning technique has been proven in practical applications and has been well accepted in training classes in which it has been presented. An additional technique is presented in this edition for improving-as-found tuning; this technique considers process dynamics as approximated by a first-order-lag plus dead-time model. Also in this chapter, new material is included on tuning liquid-level control loops. The tuning of these loops, which have a completely different characteristic from most other process control loops, has, in general, received very little specific attention in process control literature.

The third portion of the book, Chapters 8 through 16, covers advanced regulatory control topics. Chapter 8 defines the penalty that must be paid if feedback control alone is used. This leads into a discussion of advanced regulatory control techniques that can significantly reduce this feedback penalty. Additional chapters provide a detailed discussion of the technology and application examples of cascade (Chapter 9), ratio (Chapter 10), feedforward (Chapter 11), override (Chapter 12), decoupling (Chapter 13), model-based (Chapter 14), and model-predictive control (Chapter 15). The chapter on feedforward control covers both additive and multiplicative forms of feedforward. The chapter on override (selector) control includes additional application examples for this technique, as well as an assessment of the performance of several alternative techniques. The chapter on the control of multiple-input multiple-output
(MIMO) processes (Chapter 13) contains additional coverage of inverted decoupling. This MIMO technique was introduced in the first edition; new material previously available only in technical journals is presented here.

The chapter on model-based control in the first edition has been divided into two chapters. Chapter 14, devoted primarily to dead-time compensation, covers Smith predictor control and internal model control. The other chapter, Chapter 15, contains an introductory discussion on model predictive control.

Chapter 16 covers topics on process control application that do not readily fit into any of the other chapters. In addition to cross-limiting control for fired heaters, which was covered in the first edition, these new topics include floating control, techniques for increasing valve rangeability, and time proportioning control.

Also contained in this section are illustrations of the use of FOUNDATION Fieldbus (FF), which permits the control strategy to be distributed directly into field devices. The network architecture, communication, and implementation aspects of FF are briefly summarized in Chapter 5. The chapters on modifications to feedback control, cascade, ratio, feedforward, and override (Chapters 5, 9, 10, 11, and 12) all conclude with an example in which that chapter’s strategy is implemented using FF function blocks.

I would like to express gratitude to the many students who, by asking probing questions, have enabled me to revise and sharpen my presentation and come up with examples that are more meaningful.

I would also like to express my thanks to Dr. R. Russell Rhinehart for many helpful comments and suggestions, to my longtime friends Greg Shinskey and Victor Wegelin for their mentoring and helpful suggestions, and to my friend Vu Van Phin in Viet Nam (with whom I have had the privilege of meeting only via email) for many enlightening technical exchanges.

Lastly, I have special thanks to my editors, Liegh Elrod and Scott Bogue, for their diligence, which has helped me to produce a better final product.
The term *process control* implies that there is a *process* for which there is a desired behavior and that there is some *controlling function* that acts to elicit that desired behavior. This broad concept can embrace everything from societal processes governed by some regulatory control authority to automated manufacturing processes. In practically all cases, however, a common thread is that some measure of the actual process behavior is compared with the desired process behavior. This feedback action then generates a control policy that acts to minimize or eliminate the difference between desired and actual behavior.

This book focuses on a particular segment of automated process control that is applied to chemical, refining, pulp and paper, power generation, and similar types of processes. Even within this limited scope of applications, the discussion is restricted primarily to processes that are operated continuously for long periods of time and within a narrow region of the operating variables. In other words, the book excludes such important operating modes as batch processing, start-ups, and grade changes. Many of the control techniques to be presented here, however, can be adapted to these other modes of operation.

The behavior of the processes in this book is often characterized by measured values of process variables, such as temperatures, flow rates, and pressures. The desired behavior is stated to be the set points of those process variables. Until fairly recent times, most applications of industrial process control used simple feedback controllers that regulated the flow rates, temperatures, pres-
sures and other process variables. These controllers required a form of adjustment called tuning to match their controlling action to the unique requirements of individual processes.

As long as most of the control systems were implemented with analog hardware, applications were limited to simple regulatory control. This was due to the cost of additional components and additional interconnections that more advanced control required, along with the burden of additional maintenance and the vulnerability to failure of many devices in the control loop. With the advent of digital control systems, however, more sophisticated loops became feasible. Advanced regulatory control techniques, such as ratio, cascade, and feedforward control, as well as additional forms such as constraint (selector) control and decoupling, could readily be implemented simply by configuring software function blocks.

With this additional capability, however, a need developed for a systematic approach toward using it. This is called control strategy design. In order to design a technically successful and economically viable control strategy, the control system engineer must be well grounded in the techniques of feedback control as well as the tools of advanced regulatory control. The requisite knowledge includes both how to implement and how to tune both the basic and the advanced regulatory control strategies. Even before that, however, the control system engineer must be adept at recognizing when to use (and conversely, when not to use) certain control strategies, as well as projecting the expected benefits.

Using advanced regulatory control provides multiple benefits. One of the most important is simply closer control of the process. It will become clear later in this book that with basic regulatory (i.e., feedback) control, there must be a deviation from a set point before a control action can occur. We will call this the feedback penalty. While the feedback penalty also applies to advanced regulatory control, the primary objective of advanced regulatory control is for the control action to be taken while incurring only a minimal feedback penalty. The reduction in feedback penalty may be stated in a variety of ways, such as a reduction of the maximum deviation from the set point, or as a reduction in the amount of off-spec product produced. This reduction in feedback penalty can provide several forms of economic benefit, such as improvement in product quality, energy savings, increased throughput, or longer equipment life.
Process control is but one part of an overall process control and information system hierarchy (see Figure 1-1). It extends downward to safety controls and other directly connected process devices and upward to encompass optimization and even higher levels of business management, such as scheduling, inventory, and asset management. Indeed, corporate profitability may be enhanced more significantly as a result of these higher-level activities than from improved process control *per se*. However, since each layer of the hierarchy depends on the proper functioning of the layers beneath it, one of the primary benefits of advanced regulatory control is that it enables the higher levels, optimization and enterprise management and control.

![Figure 1-1. Overall Process Control and Information System Hierarchy](image-url)
Symbols

Many mathematical symbols are used throughout this book. Some symbols are used only for the discussion of a particular topic; these symbols are therefore defined in that discussion and are not listed here. Some symbols may have multiple meanings that depend on the context; additional meanings are provided as needed for clarity in the appropriate sections of this book. Chapter 2 discusses the graphical symbols used in control system documentation. Chapter 15 uses a unique set of symbols that are defined at the beginning of that chapter.

The following symbols are used throughout this book:

\[ b = \text{bias value (manual reset) on proportional-only controller output} \]
\[ e = \text{error (deviation between the set point and process variable)}^{1} \]
\[ E = \text{when capitalized, refers to (Laplace) transform of error} \]
\[ K = \text{steady-state gain of first-order lag} \]
\[ K_C = \text{controller gain (noninteractive and interactive control algorithms)} \]
\[ K_D = \text{derivative gain (independent gains control algorithm)} \]
\[ K_I = \text{integral gain (independent gains control algorithm)} \]
\[ K_P = \text{proportional gain (independent gains control algorithm)} \]
\[ K_p = \text{process gain (change in process variable/change in controller output)} \]
\[ m = \text{manipulated variable, controller output} \]
\[ M = \text{when capitalized, refers to (Laplace) transform of manipulated variable} \]
\[ PB = \text{proportional band} \]
\[ PI = \text{control algorithm with proportional and integral modes} \]
\[ PID = \text{control algorithm with proportional, integral, and derivative modes} \]
\[ PV = \text{process variable (see also symbol } x) \]
\[ SP = \text{set point (see also symbol } x_{SP}) \]

---

1. The symbol \( e \) can also be used as the basis of natural logarithms, for example, when expressing the Laplace transform of dead time.
\[ T_D = \text{derivative time (noninteractive and interactive control algorithms)} \]
\[ T_I = \text{integral time (minutes/repeat) (noninteractive and interactive control algorithms)} \]
\[ x = \text{process variable (see also symbol } PV \text{)} \]
\[ x_{SP} = \text{set point (see also symbol } SP \text{)} \]
\[ u = \text{disturbance variable} \]
\[ \alpha = \text{derivative gain (when a derivative filter is used with a noninteractive or interactive control algorithm)} \]
\[ \theta = \text{dead time} \]
\[ \tau = \text{first-order lag time constant} \]

**Exercises**

1.1 An incongruous illustration of feedback control is that of driving an automobile by looking only in the rear-view mirror. You can see where you have been, but you cannot see what disturbances (hills, curves or bumps in the road, other vehicles, etc.) are coming. Nevertheless, an analogy can be made between this example and components of an ordinary feedback control loop. Complete the following table:

<table>
<thead>
<tr>
<th>Set point</th>
<th>Center of your lane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process variable</td>
<td>____________________</td>
</tr>
<tr>
<td>Error (or deviation)</td>
<td>____________________</td>
</tr>
<tr>
<td>Controller</td>
<td>____________________</td>
</tr>
<tr>
<td>Final control element</td>
<td>Steering mechanism</td>
</tr>
</tbody>
</table>

1.2 Another, more realistic, example of a feedback control loop is speed control. (Assume that what you are driving does not have automatic cruise control, which would be a true feedback loop.) Here, if you see on the speedometer that the vehicle is slowing down, you apply more pressure to the accelerator pedal; if you see that it is traveling faster than your desired speed, you reduce the pressure on the accelerator pedal. Complete the following table:
1.3 Another analogy between driving and process control is driving while looking forward. For example, if you see a hill ahead, you depress the accelerator pedal just as you approach the base of the hill, and you reduce pressure on the accelerator pedal as you approach the crest of the hill. If these actions are taken at the right times, and in the right amounts, there will be no deviation from the desired speed. This type of control is called: ____________________.

1.4 There are many important topics in an overall automation project. As important as they are, which of the following topics are not within the scope of this book?

- Enterprise integration
- Safety instrumented systems
- Sensor/analyzer selection and installation
- Alarm management
- Abnormal situation management
- Human-machine interface (HMI) design
- Cybersecurity
- Communications technology (for plant instrumentation and control systems)
In order to design, analyze, or commission a process control system, one must be familiar with the characteristics of the process itself. Although it is highly beneficial for the control engineer to have a good understanding of the physical and chemical phenomena that govern the process, his or her view of the process will usually differ from that of the process design engineer. The discussion in this chapter is meant to develop the thought processes of a control engineer. Although some of the following points may seem to overstate the case, they will enable us to highlight the differences in the ways the control engineer and process engineer think, and to call attention to the process details that the control engineer should thoroughly understand.

The process engineer is concerned with meeting production rate and quality specifications, which are often called the design conditions. The control engineer is concerned with operating an existing process outside of design conditions, often with reduced throughput, variations in feedstock, or other abnormal conditions.

The process engineer’s objective is often to minimize the initial cost (or the life-cycle cost) of the processing equipment. The control engineer’s objective is to make the most efficient use of the equipment that is already installed.

The process engineer considers those design parameters that can be specified as independent variables. Other parameter values that are derived from these are dependent variables. For example, the pressure of a saturated steam sys-
tem might be an independent variable that can be specified during the design process; the temperature then becomes a dependent variable. The control engineer considers as independent variables the control points (for instance, valve positions or flow rates) that can be manipulated to affect the process. The steam pressure then becomes a dependent variable that results from those valve positions or flow rates.

The process engineer is usually concerned with the steady-state conditions of the process. The control engineer must necessarily take into consideration both the steady state and the dynamic, or transient, behavior of the process.

The characteristics of each process will be different. Even so, from the control engineer’s viewpoint, certain characteristics are similar from process to process. It is these characteristics that will be emphasized here.

**Steady-State Characteristics**

When all inputs and external influences are held constant, most, but not all, processes come to a steady state. (Liquid level is different. Unless the inflow to and outflow from a liquid-level process are equal, the process will not come to a steady state, even though the inflow and outflow themselves are constant.) We will use the heat exchanger depicted in Figure 2-7 to illustrate the nature of the steady state. This is redrawn as Figure 3-1 here, but in this case the independent and dependent variables are identified. Let us assume that we have a liquid phase process stream that must be heated to a specified temperature. Let us also assume that we have a liquid phase heating medium, such as hot water or hot oil. (If this process unit is just a heat exchanger, with no chemical reaction taking place, then both the inlet and outlet temperatures of the process stream will be at a lower temperature than the inlet and outlet temperatures of the heating medium. We will designate the process side as the cold side, the flow rate as $F_c$, and the inlet and outlet temperatures as $T_{c-in}$ and $T_{c-out}$. Similarly, on the hot side, the flow rate of the heating medium will be designated as $F_h$, with its inlet temperature as $T_{h-in}$ and its outlet temperature as $T_{h-out}$.)

From a process control viewpoint, the independent variable is the valve position, or equivalently, the controller output. The dependent variable of interest is the process outlet temperature, $T_{c-out}$. Other dependent variables are the flow rate of the heating fluid, $F_h$, and the outlet temperature of the heating medium, $T_{h-out}$. In a typical operating plant, these may be monitored to detect abnormal operation, but from a control viewpoint they are inconsequential.
Other important variables to be considered are the \textit{disturbances} to the process. These are sometimes called \textit{load changes}. They can be considered as external, random influences on the process. It is the purpose of the control system to counteract the effects of these disturbances. Some of the disturbances that could affect the heat exchanger are:

- Changes in the process flow rate, $F_c$
- Changes in the process inlet temperature, $T_{c-in}$
- Changes in the source temperature of the heating medium, $T_{h-in}$
- Changes in the upstream or downstream pressure of the heating fluid (this would change the hot stream flow rate, $F_h$, even though the valve position did not change)
- Scaling of the heat exchanger tubes—thus affecting the heat transfer coefficient
- Environmental effects, if the heat exchanger is not perfectly insulated
For the purposes of illustration, we will disregard the latter three of these disturbances (i.e., we will assume that they are constant) and concern ourselves only with $F_c$, $T_{c-in}$, and $T_{h-in}$. For the time being, we will also consider that these three variables are also being held constant. In other words, the only independent variable is the valve position, which uniquely sets the heating medium flow rate. With this consideration, we state an important principle:

*If all external influences on a process are held constant, then each value of the control signal (independent variable) produces a specific and unique measurement value (dependent variable).* (This is somewhat of an idealized statement, since it ignores the very real probability of valve stick-slip and hysteresis, which is described in a subsection below.) There are rare cases, such as the discharge pressure of a centrifugal compressor versus suction flow or index of refraction versus composition, where this unique relationship may not be true.)

This one-to-one relationship can be depicted in graphical form, as shown in Figure 3-2. We call this relationship the *process graph*. Keep in mind that the process graph depicts the steady-state relationship between the controller output (valve position) and the measurement for a particular combination of the disturbance variables.

![Figure 3-2. Process Graph](image)
If any of the disturbance variables change in value, then we will have a new process graph. Figure 3-3 shows the process graphs for three combinations of disturbance variables. The process graph for the original values of $F_c$, $T_{c-in}$, and $T_{h-in}$ is shown by the dotted curved line. The upper line is the process graph for an increase in $T_{c-in}$. The lower line is the process graph for an increase in $F_c$.

![Figure 3-3. The Shifting of a Process Graph as a Result of Disturbances](image)

The process graph—the steady-state relationship between the controller output and measured (dependent) variables for a particular combination of disturbance variables—is an important concept for understanding control loop behavior. However, it is not something that we need to determine in actual practice. Indeed, it would be impractical to determine the infinite number of process graphs that would result from all combinations of the disturbance variables.

Nevertheless, we can deduce that if we wish to control the measurement to a particular value (set point), the process graph determines the required value of the controller output. If there are load changes on the process that cause the process graph to shift, we will need a new value for the controller output. It is
the duty of the controller to determine the precise point on the process graph that brings the measurement to the desired value, as shown in Figure 3-4.

Although we will normally not have a precise process graph available for even one combination of disturbance variables, there are certain attributes of the process graph that we must know. First, we must know whether the process graph slopes upward or downward. This is equivalent to saying that we must know whether the process is direct-acting or reverse-acting. An upward slope represents a direct-acting process (an increase in controller output causes an increase in measurement); a downward slope signifies a reverse-acting process. Recall from Chapter 2 that to avoid positive feedback, the controller must be of opposite action—reverse-acting for a direct-acting process and vice versa.

We must also know, either explicitly or implicitly, the slope of the process graph, at least in the vicinity of the most probable operating point. The slope can be defined as the change in measurement divided by the change in con-
troller output. This is called the process gain. Process gain, \( K_p \), is defined by the following equation:

\[
K_p = \frac{\text{Change in measurement}}{\text{Change in valve signal}}
\]

\[
= \frac{\Delta x}{\Delta m}
\]

(3-1)

The process gain often varies with the operating point. This is equivalent to stating that the process, and hence the process graph itself, is often nonlinear. Except for some rare misbehaved processes, however, the process graph is monotonic. That is, the direction of the slope (upward or downward) does not change, so there is a unique relationship between each value of the controller output and the measurement.

Process nonlinearities can be caused by a number of conditions, including physical or chemical factors inherent in the process itself. In one frequently encountered situation, the process variable responds linearly to changes in the ratio between two variables, such as the manipulated variable and a disturbance variable, whereas it would respond nonlinearly to each of the two variables considered separately. To illustrate this, suppose that a process heater can be modeled by a simple heat-balance relationship:

\[
F_p C_p (T_{out} - T_{in}) = F_g H_v E_{ff}
\]

(3-2)

where

\[
F_p = \text{heater feed rate (the disturbance variable)}
\]

\[
C_p = \text{specific heat of the processed material}
\]

\[
T_{out} = \text{outlet temperature (the process variable)}
\]

\[
T_{in} = \text{inlet temperature}
\]

\[
F_g = \text{fuel rate (the manipulated variable)}
\]

\[
H_v = \text{heating value of the fuel}
\]

\[
E_{ff} = \text{heater efficiency}
\]

Equation 3-2 can be rearranged to show the outlet temperature on the left-hand side of the equation and all other terms on the right-hand side:

\[
T_{out} = T_{in} + \frac{H_v E_{ff} F_g}{C_p F_p}
\]

(3-3)
This demonstrates that the outlet temperature responds more or less linearly to the fuel rate-to-heater feed rate ratio, \( F_g/F_p \). If a temperature controller directly manipulates the fuel rate, then the process gain seen by the controller is the sensitivity of the outlet temperature to changes in fuel rate. Specifically:

$$\frac{\Delta T_{out}}{\Delta F_g} = \frac{H_v E_{ff}}{C_p} \times \frac{1}{F_p}$$  \hspace{1cm} (3-4)

In other words, the process gain of the control loop is inversely proportional to the process flow rate. At a low process flow rate (such as during start-ups), the process gain will be high; at higher flow rates, the process gain will be lower.

If the ratio itself were the manipulated variable, rather than simply the fuel rate, then the process gain seen by the control loop would be the following:

$$\frac{\Delta T_{out}}{\Delta (F_g/F_p)} = \frac{H_v E_{ff}}{C_p}$$  \hspace{1cm} (3-5)

As long as the fuel heating value, heater efficiency, and specific heat of the process fluid remain fairly constant, then the control loop’s process gain will remain constant. This strategy will be used in relation to ratio control in Chapter 10 and in multiplicative feedforward control in Chapter 11.

**Control Valves**

Nonlinearity in a control loop may also be caused by the nonlinear characteristic of the valve. There is also the friction in the packing gland of the valve that will affect stem movement, and contribute to the dynamics of the control loop. Therefore, before continuing with dynamic characteristics, we will discuss control valves.

There are many types of control valves; these differ by the type of valve body, by the type of valve actuator, and by whether or not a valve positioner is used. The discussion below will focus on a common type of control valve: a globe valve with a sliding stem plug and seat (the closure mechanism), and a spring and diaphragm actuator, with and without a valve positioner as depicted in the elementary diagram, Figure 3-5.
The power of the PID controller is that it can be adjusted to provide the desired behavior on a wide variety of process applications through the judicious choice of one, two, or three parameter values, and with only modest knowledge about the process. Determining acceptable values for these parameters is called tuning the controller.

In the process industries, those who tune the controllers often face a number of adverse factors:

- The process dynamics are usually not well known.
- There are often nonlinearities in the process that cause the process response to change with operating conditions.
- There is often an unwanted signal component (called noise) on the measurement.
- The loop may be subject to random load changes.
- Frequently, the interaction between control loops makes it difficult to discern the tuning effects of a particular loop from the interactive response with other loops.
- If the final actuator is a valve, it may also contribute to the problem:
  - It may be the wrong size (often oversized).
It may contribute to the nonlinear response, as described in Chapter 3.

Due to valve stiction (described in Chapter 3), the process variable may be driven into a limit cycle, even if the set point is being held constant. Depending on the type of valve and positioner, if one is being used, it may or may not be possible to reduce this limit cycle by controller tuning.

In addition to these problems, the loop tuner often must work on an ongoing process, which allows for only minimal or no experimentation or testing. Given these adversities, it is a wonder that so many PID loops provide more or less satisfactory performance. On the other hand, it is probably true that the tuning could be improved for a significant number of all control loops.

Also contributing to the difficulty the tuner faces is the fact that there is no general agreement as to what constitutes good tuning. Therefore, before discussing the tuning procedures, we will discuss performance criteria, both informal and formal. The tuning procedures that will then be presented can be grouped into the following categories:

- Tuning for self-regulating processes
  - Trial-and-error tuning
  - Tuning from open-loop tests
  - Tuning from closed-loop tests
  - Improving “as-found” tuning

- Tuning for integrating processes
  - Idealized liquid-level control loops
  - Real world considerations for liquid-level control
  - Other approaches to liquid-level control tuning
  - Other integrating processes

Following this, we will present typical tuning values for some of the more common types of control loops, the chapter will close with general admonitions and recommendations for the controller tuner.
Performance Criteria

If an operator were asked their preference of the various responses to a set-point change shown in Figure 6-1, they would probably designate “a” as the first choice, “b” as acceptable, “c” next, then “e,” and “f” last. Response “d” would probably be unacceptable, due to the undershoot of the first peak. Unfortunately, however, preferred choice “a” provides a poor choice for rejection of a step disturbance at the process input, whereas “f” probably provides the best choice for disturbance rejection. One behavioral fact about any type of traditional PID controller is that if the loop is tuned to give a desirable response to a set-point change (say, both a low decay ratio and a low overshoot ratio), the response to a disturbance may be too sluggish. On the other hand, if the controller is tuned for a more aggressive response to minimize the response to a disturbance, the response to a set-point change may be overly aggressive.

![Figure 6-1. Examples of Various Forms of Response to a Set-Point Change](image-url)
For many control loops, the set point is rarely changed. The purpose of these loops is to minimize the effect of disturbances. Even so, because set-point changes are usually made more easily than load changes, in actual practice many loops are tuned for a suitable response to a set-point change. Then, the resulting response for a load upset is accepted even though it may not be the best. A preferable tuning strategy would be to tune the controller for the best response to a load change, then use one of the set point “softening” techniques or the two-degrees of freedom controller described in Chapter 5 to ameliorate the effect of occasional set-point changes. If actual load changes cannot be made, the effect can be simulated by placing the controller in Manual, changing the controller output, and then quickly returning the loop to Automatic. Another alternative is to initially tune the loop for a quarter-decay response to a set-point change, because tuning for that response provides a very acceptable disturbance response. You would then apply one of the set point softening techniques mentioned in Chapter 4 (derivative mode on measurement, proportional mode on measurement, set point ramping, or two-degree of freedom controller) to obtain an acceptable set-point response.

The performance criteria can be refined beyond the qualitative figures by quantifying the requirements for certain parameters. For example, values may be designated for maximum and minimum amounts of overshoot. A value may also be specified for the decay ratio as shown in Figure 6-1f. This figure illustrates the traditional definition of decay ratio as the ratio of the deviation from the set point at the second peak after a set-point change to the deviation at the first peak. This is also depicted in Figure 6-2a. Occasionally, the set-point response is such that this definition is not useful. A better definition of decay ratio is the ratio of the difference between the second peak and its succeeding valley to the difference between the first peak and its succeeding valley. This is depicted in Figure 6-2b. This definition, though more cumbersome, will work in all cases. Most of the time, however, the simpler and more widely used definition depicted by Figure 6-2a will suffice.

The decay ratio can also be defined for a disturbance or load upset. For a step change in load, the behavior depicted in Figure 6-2c is typical. Here, the decay ratio must be determined by the ratio of peak-to-valley differences. A load-

---

1. This second definition, although not exactly correct, is more defensible theoretically because the set-point response is the composite of a filtered exponential rise and a damped sinusoidal signal. If the rise time of the exponential is sufficiently fast, then the two definitions are essentially the same. This is why the first definition is valid in most circumstances.
upset response like that depicted in Figure 6-2d is somewhat unusual for most processes but is typical of the load-upset response of level control loops.

One well-known criterion for controller tuning is a decay ratio of one-fourth following a set-point change. This is also called quarter-wave decay, quarter-wave damping, and quarter-amplitude decay. This criterion states that if a loop is oscillating, each peak deviation should be only one-fourth of the previous peak deviation on the same side of the set point. This is equivalent to stating that on each half cycle, the amplitude of deviation should be decreased by approximately one-half, making the total decrease one-fourth for a full cycle.

The decay ratio, however, may not provide a useful performance specification. The overshoot ratio may be a preferable performance criterion. Even if a loop exhibits quarter-decay response to a set-point change, it probably will not be considered as being acceptably tuned if there is excessive overshoot. Most people would probably prefer the overshoot to be no more than 5–10% of the magnitude of the set-point change. A lower limit, such as 5%, may also be specified for the overshoot ratio; if however, there were no overshoot, the rise time to the set point may be excessive. These are soft limits, as will be seen when we discuss improving as-found tuning.
Other criteria that are sometimes used to measure control loop performance include *rise time*—the time between a set-point change and the first crossing of the set point; and *settling time*—the time, following a set-point change or disturbance, that it takes for the oscillation to become so small that the deviation does not exceed some specified amount. These will have little use in this book, due to their relative infrequent use in normal process control tuning activities.

The criteria mentioned so far have been primarily judgement-based. That is, there is no formal justification for them, other than they appear to be satisfactory. Formal criteria that can be used to evaluate loop tuning are based on minimizing the integral of some function of the error. The following four integral-error criteria can be considered:

Integral of the absolute value of the error (IAE):

\[
\text{IAE} = \int |e| dt \quad (6-1)
\]

Integral of the square of the error (ISE):

\[
\text{ISE} = \int e^2 dt \quad (6-2)
\]

Integral of time × absolute value of the error (ITAE):

\[
\text{ITAE} = \int t|e| dt \quad (6-3)
\]

Integral of time × square of the error (ITSE):

\[
\text{ITSE} = \int te^2 dt \quad (6-4)
\]

Note that the simple integral of the error is not a valid criterion because the integration of a positive error would be canceled out a half-cycle later by the integration of a negative error. The four criteria just listed avoid this, either by taking the absolute value of the error or by squaring the error.

Minimizing each of these integral-error criteria will produce a different response. For example, a plant that uses the ISE criterion pays an increasingly large penalty as the magnitude of the error increases. Therefore, for a given
loop, the ISE criteria will result in a smaller maximum deviation value than the IAE criterion, but it may cause the oscillation to persist longer.

The rationale for the last two criteria listed (ITAE and ITSE) is that the longer an error persists after a set-point or load change, the more heavily it should be penalized. Thus, the ITAE criterion will permit a greater initial deviation than an IAE criterion, but it will force the oscillation to die out sooner.

If there is noise on the process variable, any of these criteria will increase without bounds. To be valid as measures of performance, the same time span should be used for integration in any cases to be compared.

Integral-error criteria are also useful for academic, theoretical, and control simulation studies for providing insight into the tuning process. They may also be used in control loop audits. They are rarely used in actual control loop tuning, however. For a typical process, there can be quite a variation from the point of optimum PI tuning parameters (those that minimize the IAE) without a significant increase in IAE and, consequently, without a significant change in the observed response.

Figure 6-3 depicts graphically the typical amount of change in IAE as the PI tuning parameters are varied from their optimum values. The data for this figure was obtained by simulating a typical process. Because comparing actual numbers for two different examples is meaningless, normalized parameter values are used in Figure 6-3. Table 6-1 shows both actual and normalized parameter values at both the minimum IAE point and at point A. The point the figure and table illustrate is that there can be a considerable variation of tuning parameter values from the so-called optimum values without incurring a significant change in the IAE metric.
Figure 6-3. A Typical Relation between Normalized IAE and Normalized PI Tuning Parameters

Table 6-1. Actual and Normalized Values for IAE, $K_C$, and $T_I$ at Minimum IAE and Point A

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Minimum IAE</th>
<th>Point A</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Actual Value</td>
<td>Normalized Value</td>
</tr>
<tr>
<td>IAE</td>
<td>68.7</td>
<td>1.0</td>
</tr>
<tr>
<td>$K_C$</td>
<td>1.57</td>
<td>1.0</td>
</tr>
<tr>
<td>$T_I$</td>
<td>8.53</td>
<td>1.0</td>
</tr>
</tbody>
</table>
To summarize this section, what constitutes good tuning is often a subjective matter that can vary from application to application—as well as from person to person tuning the loop.

**Tuning for Self-Regulating Processes**

Because self-regulating and non-self-regulating processes have a different character, the tuning procedures that are applicable to one may not be applicable to the other. In this section, we will restrict our comments to self-regulating processes. The next section is devoted entirely to tuning controllers for non-self-regulating processes, primarily liquid-level control.

**Trial-and-Error Tuning**

Most loops are tuned by an experimental technique. Even when a formal technique, such as open-loop or closed-loop testing, is used to determine the initial tuning, a final bit of fine tuning may be in order. Trial-and-error tuning requires the user to observe the response of the loop to a previous event, either a set-point change or load change, and then decide what tuning parameter (or parameters) should be changed, in which direction, and by how much. Experience helps in interpreting the response. The user must also have a thorough understanding of the effect of changing each of the tuning parameters.

**Response to Various Tuning Parameter Combinations**

For a self-regulating process controlled by a PI controller (interactive or non-interactive), the tuning map on Figure 6-4 depicts the response to a set-point change for various combinations of proportional and integral tuning. Movement from top to bottom of the map represents an increase in control algorithm gain or a decrease in proportional band. Movement from left to right on the map represents an increase in integral action. The left-hand column of graphs represent proportional action only. Moving to the right represents adding integral action, starting with minimum integral action as determined by the largest possible value for minutes per repeat, or the smallest possible value for repeats per minute.  

---

2. Minutes per repeat and repeats per minute are the most widely used measures of integral action. In general, we will speak of minutes per repeat in this book. Some manufacturers, as well as the Fieldbus Foundation, use *seconds per repeat* for integral action and *seconds* for derivative time.
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transducer block 154, 156
transport lag 20, 56
trial-and-error tuning 162, 169, 173, 192, 218
tube temperature 354–357, 359–362, 469–470
controller 354–357, 362
tuning 2, 161
aids 265
log 197, 212, 215, 251
map 169–172
the decoupler 408
values 124, 162, 171, 178, 184, 186, 250, 261–262
two-degree-of-freedom controller 117
two-position control 84
ultimate effect 301, 387, 390–391, 395
ultimate gain 189, 191, 264
valve 28
actuator 46, 50–51, 71, 290
characteristics 48, 69, 76, 251, 283, 413, 507
position controller 364, 490, 492, 494, 496–497
positioner 32, 46, 52, 68, 150, 154, 156, 219, 251, 283, 480
rangeability 479, 496, 498, 507
variable pairing 384–385, 392
velocity (incremental) 372, 376
velocity mode 144
vortex meter 70
water supply systems, hot or chilled 494
wild flow 295–297, 299, 303
Wobbe index 316
Ziegler-Nichols 178–179, 184, 245, 426